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Disclaimer 
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1 Executive Summary 

This report presents the outcomes of a systematic review of the literature to investigate the 
use of artificial intelligence in digital accessibility studies. We queried 5 scientific research 
databases for papers related to digital accessibility and AI published in the last 5 years and 
added papers that had been cited multiple times by the papers retrieved by the original 
query. This resulted in 280 papers. After several rounds of screening, we considered a total 
of 71 papers for the review. 

Our findings suggest that most studies on this context focus on machine learning, natural 
language processing, computer vision, and deep learning, with particular emphasis on media 
accessibility. Blind and low vision users were the focus of most studies. In what concerns 
ways that AI can leverage digital accessibility, researchers identified key areas for further 
investigation, including the use of real data to automate processes currently reliant on 
human judgment and exploring different AI methods, as well as optimizing and reducing the 
costs of training machine learning models so to improve their performance and scalability. AI 
systems were envisioned to be able to assist users in a multitude of ways: providing multi-
model representations of content, improving semantic services used for implementation and 
assessment, exploring personalization alternatives, categorizing web components, or 
providing machine translation of content. On the other hand, the survey also identified how 
AI can hinder digital accessibility. Two major groups of issues emerged from the analysis. The 
lack of accuracy and reliability of current AI-based models is raised my numerous studies. 
The second group reflects potential ethical issues with AI-based systems, including social 
biases, privacy, and legal responsibility. 



 

 Page 6 

2 Introduction 

This research aims to analyse the impacts of current AI research in digital accessibility. For 
that, we aim to investigate (1) how current AI research addresses digital accessibility, (2) 
how current AI research can leverage digital accessibility, and (3) how current AI research 
can hinder digital accessibility. 

AI is a complex subject, thus can be divided into several subdomains. To better investigate 
current solutions, challenges, and opportunities regarding digital accessibility, this analysis 
focuses on AI and its branches. Considering the different categorizations currently used to 
represent this complex theme, for this research, we followed the ACM Computing 
Classification System1 (ACM CSS), as described below: 

• Artificial Intelligence 
o Natural language processing 
o Knowledge representation and reasoning 
o Planning and scheduling 
o Search methodologies 
o Control methods 
o Philosophical/theoretical foundations of artificial intelligence 
o Distributed artificial intelligence 
o Computer vision 

• Machine Learning 
• Deep Learning 

In this report, we first present a description of the methodology used, followed by the 
results obtained, and a brief discussion of these findings. Finally, we draw some conclusions 
on how these findings can help us to identify current challenges and opportunities raised by 
the increasing use of AI regarding digital accessibility. 

                                                       
1 https://dl.acm.org/ccs 

https://dl.acm.org/ccs
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3 Methods and Analysis 

This review followed the guidelines of the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses 2020 (PRISMA)2. 

3.1 Eligibility criteria 

This research considered: 

• studies published in the English language; 
• peer-reviewed documents, including studies published in journals, conferences, 

symposia, or workshops; 
• studies published during the preceding 5 years (2017 to 2022); 
• digital accessibility studies employing or discussing artificial intelligence techniques. 

Thus, the research did not consider:  

• studies not published in the English language; 
• documents not peer-reviewed, such as books, Ph.D. and Master thesis, technical 

reports, white papers, posters, newsletters, editorials, and prefaces; 
• studies published before 2017; 
• digital accessibility studies not employing or discussing artificial intelligence 

techniques. 

3.2 Information sources 

The database selection in this research focused on providing a comprehensive sample of 
general, technological, and medical sciences sources. Databases considered in this review 
comprised ACM Digital Library, IEEE Xplore, Web of Science, ScienceDirect, and Scopus. Filter 
features provided by these platforms were used to support the paper search, such as 
features for filter results by title, keywords, and abstract fields, as well as filter results by 
peer-reviewed sources. 

3.3 Search strategy 

3.3.1 Electronic databases 

Considering the scope established for this research, the complete list of strings inserted into 
each database was based on the concepts available in the ACM CSS and is provided in Annex 
1. The databases previously enumerated were searched from 2017 and no end date was 
indicated. Information on each database search, such as filters and date of research, is 
provided in Annex 2. 

                                                       
2 http://www.prisma-statement.org/PRISMAStatement/ 

http://www.prisma-statement.org/PRISMAStatement/
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3.3.2 Manual searches 

The reference and citation lists of the studies included in this research was also searched to 
identify additional potentially relevant studies, according to the scope of this review. For 
these studies two criteria of inclusion were modified, as further detailed. 

3.4 Selection process 

3.4.1 Preliminary screening 

One researcher first removed the duplicates and screened titles and abstracts of each paper 
according to the inclusion and exclusion criteria previously described. In cases of 
uncertainty, the same assessment was conducted by a second researcher, and discussed 
among the two to reach consensus. Priority was given to including studies for further 
analysis rather than excluding them. 

From 376 records retrieved, 180 were single studies that were further screened. From these, 
111 did not meet the inclusion criteria - with 105 of them out of the research scope. From 
that, 70 potential studies remained for full text screening. In brief, at the end of this step, 
studies that were duplicated, not relevant for the scope of the research, or did not meet the 
eligibility criteria were excluded. Information on the number of studies is summarized in 
Table 1. 

Table 1: Number of studies identified on electronic databases in the preliminary screening phase. 

Records retrieved 376 

Single studies retrieved 180 

Studies outside of the inclusion criteria 111 

Studies included in the review 70 

 

Another step included on the first screening phase was to gather the list of references of 
each paper in this first list, as well as other papers citing each paper included. This task was 
conducted with the support of the ResearchRabbit3 literature mapping tool, Google 
Scholar4,  and the digital libraries previously mentioned. The same process conducted before 
was repeated for this new dataset of papers. However, for this step, two eligibility criteria 
were modified: 

• We chose to not exclude papers based on publication period, as we did not want to 
exclude any paper with major influence on these topics, 

• Considering the multidisciplinarity of this research, only papers that (1) were cited by 
at least two papers from the first list or (2) cite at least two papers from the first list 
were included. 

                                                       
3 https://www.researchrabbit.ai 
4 https://scholar.google.com 

https://www.researchrabbit.ai/
https://scholar.google.com/
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At the end of this phase, 100 potential studies remain for screening on full text. Information 
on the number of studies is summarized in Table 2. 

Table 2: Number of studies identified on manual searches on the preliminary screening phase. 

 References Citations 

Records retrieved 919 122 

Studies considered for review 72 28 

3.4.2 Final screening 

After the initial screening, 170 potential studies remain for full text screening. This final 
screening aims to confirm that the studies selected follow the inclusion and exclusion criteria 
as well as its relevance for this research, i.e., the research scope of digital accessibility and 
Artificial Intelligence. All the information collected during this process concerning the final 
screening of the electronic database dataset is summarized in Table 3, and Table 4 presents 
the information concerning the final screening of the manual searches dataset. This 
information is also reported according to the PRISMA Flow Diagram in Annex 3. 

 
Table 3: Number of studies identified on electronic databases on the final screening phase. 

Initial dataset 70 

Studies outside of the inclusion criteria 1 

Studies outside of the research scope 27 

Full text not retrieved (full text not found) 1 

Studies included 41 

 
Table 4: Number of studies identified manual searches on the final screening phase. 

 References Citations 

Initial dataset 72 28 

Studies outside of the inclusion criteria - 2 

Studies outside of the research scope 53 9 

Studies already included on the first dataset 3 2 

Full text not retrieved (full text not found) - 1 

Studies included 16 14 
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At the end of the final screening, 71 studies were included in this review, and proceeded to 
data extraction. The full list of papers is provided in Annex 4. 

3.5 Data extraction 

From each study included in this review, a set of pre-established information was collected 
by at least one researcher. This information was gathered in a spreadsheet to be further 
analysed, covering the following items: 

• Study details: reference, country/countries, year 
• Study context: AI subdomain, digital accessibility subdomain 
• Study design: objective, type of research (i.e., qualitative, quantitative, mixed, 

literature review, survey) 
• Participants demographics (if any): population size and demographics, inclusion and 

exclusion criteria, settings, assistive technologies (if any) 
• Scientific contribution: outcomes analysed 
• Conclusions: authors and researcher conclusions 
• Summary of possible impacts on digital accessibility 

3.6 Data analysis 

Studies were grouped by AI subdomain, followed by digital accessibility subdomain. With 
that information, we expect to respond to our pre-established research questions, namely: 
how current AI research addresses digital accessibility, how current AI research can leverage 
digital accessibility, and how current AI research can hinder digital accessibility. 
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4 Findings 

4.1 Study characteristics 

Most of the studies analysed conducted both quantitative and qualitative data analysis, 
followed by those conducting only a quantitative analysis. This proportion is to be expected 
given the AI component in the studies reviewed. In a smaller number, 10 studies conducting 
only a qualitative data analysis were also retrieved. Finally, 15 studies did not provide any 
data analysis as they just provided a proposal of an approach or a literature review. These 
numbers are presented in Table 5. 

Table 5: Data analysis conducted on the studies analysed. 

Mixed (Qualitative and Quantitative) 26 

Quantitative 20 

Qualitative 10 

Other 15 

4.2 Demographic information 

4.2.1 Country 

From the 71 studies reviewed, most of them were from authors based on United States with 
31 papers, followed by China, with 11 papers. Studies conducted from European Union 
member states represented 21% of the analysed dataset with 18 studies. The distribution of 
this total by member state is presented in Table 6. 

Table 6: Number of studies included by member state. 

Italy 5 

France 4 

Spain 4 

Belgium 1 

Germany 1 

Greece 1 

Ireland 1 

Portugal 1 

 



 

 Page 12 

4.2.2 User groups 

As previously mentioned, AI-oriented studies are expected to rely on a stronger quantitative 
analysis. However, the digital accessibility aspect also requires users to be involved wherever 
possible. In this context, we seek to better understand which audience these works are 
targeting. Of the 71 studies included in this survey, 39 included subjects at some stage of 
their analysis. We identified 27 studies working closely with users with disabilities in 
different contexts [6–9,12,13,16–21,25,26,28,30,31,33,34,40–42,44–46,53,54]. Additionally, 
a group of 6 studies investigated their proposal with digital accessibility experts, such as AAC 
experts, and people with expertise in web design and development [13,14,29,39–41]. Two 
groups of studies investigated their approach with accessibility practitioners and content 
authors. The first one counted with sign language experts, teachers, professional translators, 
and experts in linguistic [3,13,16,43]. The second investigated content authoring in different 
context and worked closely with people without any disability in different roles such as 
presentation authors, caption authors, video editors, and audio description professionals 
[33,35,36]. Finally, two works also recruited external workers, such as through Amazon 
Mechanical Turk5 on their analysis [10,32]. Finally, 9 studies included other users, without 
further specification or criteria [2,12,15,25,28,32,40,42,45]. This is common when 
conducting open surveys or gathering a group control data. Table 7 details this information. 

Table 7: Summary of users included on the studies analysed. 

Users with disabilities 27 

Digital accessibility experts 6 

Accessibility practitioners 4 

Content authors 3 

External workers 2 

Other users 9 

 

Concerning the type of disabilities included on these studies, as also expected, most of them 
included blind and low vision (BLV) users. From the remaining, deaf and hard-of-hearing 
(DHH) users, users with motor impairments, users with speech disabilities, Augmentative 
and alternative communication (AAC) technology users, and users with intellectual or 
development disabilities (IDD) were involved. It is also important to highlight that some 
studies included different users’ profiles on their analysis. This information is presented in 
Table 8. 

Table 8: Summary of user data on the studies analysed. 

BLV users 24 

                                                       
5 https://www.mturk.com 

https://www.mturk.com/
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DHH users 4 

Users with motor impairments 2 

Users with speech disabilities 2 

AAC users 1 

IDD users 1 

 

Table 9 presents the mean number of participants per user group included in quantitative, 
qualitative, and mixed studies. It is important to highlight that some studies did not provide 
detailed information or distinction of the number between the analysed groups. For 
instance, Song et al. [40] evaluated the performance of their proposed according to the data 
provided by 49 people with motor disability, hearing disability, visual impairment or speech 
disability, not specifying how this group is distributed. In these cases, the total number of 
users was used to provide the information below. 

Table 9: Mean number of participants per quantitative, qualitative, and mixed studies. 

 Quantitative Qualitative Mixed 

BLV users 3 8 512 

DHH users 3 2 - 

Users with motor impairments 3 5 - 

Users with speech disabilities 3 5 - 

AAC users 2 - - 

IDD users - 8 - 

 

4.3 Themes 

From each paper analysed, extracted data from two domains of the study context will guide 
this analysis: AI subdomain, and digital accessibility subdomain. The AI-related subdomains 
were categorized according to the previously mentioned ACM concepts. To obtain more 
detail on the topics covered, we opted to use all terms in the same hierarchy - except for AI 
itself. Therefore, the papers were categorized according to the following list: 

• Natural Language Processing 
• Knowledge representation and reasoning 
• Planning and scheduling 
• Search methodologies 
• Control methods 
• Philosophical/theoretical foundations of artificial intelligence 
• Distributed artificial intelligence 
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• Computer vision 
• Machine learning 
• Deep learning 

Initially, all the information regarding the AI subdomain was gathered and it was possible to 
analyse that most of the publications investigate machine learning techniques, followed by 
NLP techniques. These numbers are summarized in Table 10. 

Table 10: Total of papers identified by the different AI subdomains analysed. 

Machine learning 40 

Natural Language Processing 32 

Computer vision  17 

Deep learning 14 

Knowledge representation and reasoning 2 

Distributed artificial intelligence 1 

Philosophical/theoretical foundations of artificial intelligence 1 

 

The next step of this analysis focused on the most referred subdomains, i.e., Machine 
learning, Natural Language Processing, Computer vision, and Deep Learning. For each one of 
them, the digital accessibility application domains were identified, giving us the following 
ranking: Machine learning for web accessibility evaluation, NLP for media accessibility, and 
Computer vision for media accessibility. These numbers are presented in Table 11. All the 
other combinations had less than 10 papers addressing its topic and the complete list is 
provided in Annex 5. 

Table 11: Number of papers in the Top 3 AI domains and digital accessibility application domains. 

Machine learning for web accessibility evaluation 16 

NLP for media accessibility 11 

Computer vision for media accessibility 10 

 

With the studies identified for each theme, in the following sections we will present the 
current scenario, plus the challenges and opportunities identified by researchers in their 
works. 

4.3.1 Machine learning for web accessibility evaluation 

Web accessibility evaluation aims to find barriers for people with disabilities in accessing and 
interacting with web content. Automatic evaluations are very useful to identify several 
accessibility issues, in a fast and scalable way, but there are still limitations, such as not 
being able to cover all the accessibility checkpoints. In this scenario, web accessibility still 
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relies on manual assessments, that, on the other hand, incur expensive cost in evaluating 
large websites. This is just a brief overview of current challenges. Web accessibility 
evaluation has a lot of potential to expand, and AI-based solutions have a lot to contribute to 
fill some of these gaps. As previously mentioned, manual assessment are very costly, so 
most current evaluation methodologies rely on a representative sample of the website to 
presume its accessibility. However, there are a few drawbacks to this, such as possible biases 
on the web pages chosen, or leaving out important web pages. 

Previous research indicate that several factors can influence the results obtained from 
experts’ assessments. Li et al. [27] explore the challenge of assigning experts to conduct 
accessibility assessments by using evaluators’ historical evaluation records and experts’ 
review to train a minimum cost model via machine learning methods. This is then used to 
obtain an optimal task assignment map. Li et al. [27] discuss future work on this topic as 
including using other measurements for assignment as well as employing different machine 
learning methods. They also pointed out further investments in supporting the decision of 
the proper number of evaluators that a task requires. 

Wu et al. [47], Bajammal et al. [10]  and Zhang et al. [52] propose a predictive approach to 
provide accessibility results. Wu et al. [47] use a sample of web pages previously evaluated 
by experts to train their semi-supervised machine learning models. This model is then used 
to obtain the accessibility evaluation results for all pages in a web site. Bajammal et al. [10] 
proposed an approach that automates web accessibility testing from a semantic perspective. 
It analyses web pages using a combination of visual analysis, supervised machine learning, 
and natural language processing, and infers the semantic groupings present in the page and 
their semantic roles. It then asserts whether the page’s markup matches the inferred 
semantics. Zhang et al. [52] detail their approach to gather this initial dataset with a first 
active learning method to select the most informative web pages on the website. This 
dataset is then evaluated by experts and used as input for the prediction model. Zhang et al. 
[52] point out that further efforts could be in evaluating the results obtained by using 
different machine learning methods to the prediction model so to obtain more precise 
results. Bajammal et al. [10] highlights one limitation of their work being that it only covers a 
subset of accessibility requirements, and, for that, it would require a novel technique to 
address other accessibility requirements. 

Yu et al. [49] also proposes an active learning method, but focused on identifying the 
number of samples needed for a specific website, as well as which pages to use as samples. 
Harper et al. [22] and Zhang et al. [51] invest in further investigating the representativeness 
of web page sampling, in particular, for methods that aim to automatize this process. Both 
works explore clustering techniques to gather web pages with similar structures to be used 
in a manual assessment. Harper et al. [22] develop a solution that crawls a website 
comparing and clustering web pages with similar structures, based on DOM-block similarity, 
while Zhang et al. [51] exploit similarities in URL patterns. Zhang et al. [50] propose a metric-
specific sampling method that uses a greedy algorithm to approximately solve the 
optimization problem for Web Accessibility Quantitative Metric (WAQM) in an efficient way. 

Harper et al. [22] provide a few thoughts on future directions for their work and for the 
sampling context. One of them is including a combinatorial approach to improve web 
accessibility evaluation effectiveness. Future work would be to deploy this approach and test 
it against standard measures to evaluate the validity of the outcomes. Harper et al. [22] also 
mention how web pages that cannot directly be crawled, such as those behind a password 
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or pay wall will not be accessible by the tool. Interactive functionalities could be integrated 
to mitigate this problem. Finally, Harper et al. [22] and Zhang et al. [51] stress out the 
challenge of handling websites with complicated structures or that do not provide a strong 
common structure. Another challenge highlighted by both works was handling single page 
applications. For Harper et al. [22] the difficulty lays on hidden and visible parts of the DOM, 
depending on external factors. Zhang et al. [51] suggest sampling from the incremental 
content instead of the whole website to improve the efficiency of the accessibility 
assessment. 

Metrics are also a theme discussed by researchers on the scope of web accessibility 
evaluation. For instance, Song et al. [41] propose a metric that can better match the 
accessibility evaluation results with the user experience of people with disabilities by 
aligning the evaluation metric with the partial user experience order (PUEXO). To achieve 
this, a machine learning model is developed to derive the optimal checkpoint weights from 
the PUEXO. In a follow up work, Song et al. [40] evolve the previous metric practical 
applicability by developing a reliability aware model which considers the heterogeneous 
reliability barriers and design an Expectation Maximization (EM) based algorithm to build 
this model. Their results showed that considering reliability in user experience outperforms 
state of the art approaches. 

Another challenging topic in the web accessibility evaluation context, that was also 
mentioned in previous discussions, is handling dynamic content. Antonelli et al. [5] discuss 
current research on this field as well as limitations of current automatic tools that assess the 
accessibility of dynamic web pages. Through a meta-review of some multidisciplinary 
techniques and applications, they show that there is a lack of structural standardization for 
the creation of interactive elements. The use of AI, ML, and statistical inference techniques 
can contribute to the exploration and analysis of the structural and behavioral patterns of a 
web application. Concerning machine learning techniques, when applied with syntactic and 
semantic analysis of dynamic web pages source code, it can contribute to the identification 
and classification of web components, for instance. A proper recognition of web 
components can be useful to check compliance with accessibility standards. One approach 
to this was conducted in a follow up study. In Antonelli et al. [4], the authors propose an 
approach focused on the identification of drop-down menu widgets. This approach also 
works toward evolving automatic evaluation strategies and adaptation of web applications. 
The task of identifying the widget was modeled as a Classification Problem to determine 
whether every change in the DOM structure of a web application is a widget element or not. 
In a similar note, Rizo et al. [37] propose a machine learning pipeline for automatic 
classification of web components. In addition to handling different web components, this 
approach also targets identifying the items that compose them. In this way, it is possible to 
obtain not only a dataset for widgets but also for their subcomponents. One limitation of 
this work is that results cannot be generalized since datasets were only composed by 
dropdown menu widgets. On both works, researchers reinforced the need to direct further 
efforts to other types of web widgets. On Rizo et al. [37], if the same results are obtained for 
different elements. This investigation topic can also be expanded towards ARIA 
conformance. 

While topics such as sampling, metrics, and dynamic content were mentioned, Duarte et al. 
[15] explores semantic content analysis to support web accessibility evaluation, in this case, 
media accessibility. They propose an algorithm to automatically rate the similarity between a 



 

 Page 17 

media content and its textual description in a web accessibility evaluation context. This 
algorithm relates the content descriptors and description through a direct similarity metric, 
combined with an indirect metric. With these results, Duarte et al. [15] also argue that, in an 
automated accessibility evaluation context, it is important to clearly define evaluation 
procedures and disambiguate all concepts required for evaluation. Further work considers 
focus on improving the recall and specificity of the algorithm classifications. 

Yu and Bu [48] provides an overview of current AI-based systems towards improving access 
for visually impaired people in China. While this is a broader scope, conclusions can be easily 
applied to this topic. This overview mentions some of the current challenges in digital 
accessibility as the lack of accessibility awareness amongst developers, inadequate 
understanding of the real needs of users, and the inability to simulate real user behaviors. Yu 
and Bu [48] reported that more efforts should be put into making technology barrier-free. 

Abou-Zahra et al. [1] restate the value of leveraging manual assessment results as input for 
machine learning, as seen in some current studies. Also, deploying AI-based systems for 
detecting accessibility barriers can be used to support accessible content authoring as well 
as for code augmentation. While discussing how AI-based systems can enhance digital 
accessibility, Abou-Zahra et al. [1] gives an important highlight for conformance evaluation 
services. Firstly because, as seen in this analysis, the data is already available. Secondly 
because there is already a business case for it. 

4.3.2 NLP for media accessibility 

Natural language processing is a subdomain of AI that benefits from linguistics and 
computational power to create systems able to “understand” natural language data. This 
powerful tool was explored on the studies investigated to support machine-generation 
alternative media descriptions. Researchers explored different types of media, such as 
images, videos, and audio, and combined different NLP techniques such as semantic 
analysis, natural language generation, and speech recognition. 

For instance, Singh [38] obtained a large dataset of images and their alternate texts and tags 
and then trained a model based on the image and associated tags. This model aimed to 
improve machine-generated captions to provide the most fit for a specific image. In addition, 
these captions are first generated in English, but could also be provided in user-specific 
language with a machine translation API. Singh et al. [38] points out the costs of training a 
Machine learning model on high performant GPUs, especially since one of their challenges is 
to improve accuracy of descriptions generated by doing more training and fine tuning their 
model. 

Wang et al. [44]  and Sreedhar and Tan, et al. [42] investigated how contextual information 
available on a web page can help improve product image descriptions for e-commerce 
platforms.  Wang et al. [44] implemented a mechanism that supports question-answering 
interactions on a reconstructed product page. To achieve this, they formulated syntactic 
rules to extract review snippets, which were used to generate image descriptions and 
responses to users’ queries related to product appearances. NLP techniques are used to 
handle responses to both keywords queries as well as natural language questions and 
extracting concepts from the reviews provided for the product. Sreedhar et al. [42] 
employed a series of models, trained for each topic extracted from the review comments, to 
parse semantically relevant keywords from the unstructured review comment and then 
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associate keywords to these predefined topics. They also combined scene description and 
the output of the parsed review comment and generate human-readable alt text. Sreedhar 
et al. [42] also identified the need to further investigate how blind users experience 
customized preferences to personalize their preferred balance between product-specific and 
scene-specific descriptors. Wang et al. [44] reported there still exists a gap between user 
expectations and the answer quality in other details beyond the attributes included. On a 
similar note, they envisioned investment on human helpers through crowd workers, and 
formulating guidelines to support product image description. 

Huh et al. [25] also explored contextual information to augment image description, in this 
case, webtoon, a type of digital comics read online. The mechanism developed allows users 
to have active control over the reading pace and the level of detail by requesting additional 
details or relevant comments per webtoon panel on demand. Their computational pipeline 
uses NLP techniques to score and abridge descriptions, and to extract descriptive comments. 
Huh et al. [25] suggests further investigation on complementary descriptions with audio 
augmentations, as well as in objectivity and output consistency for the descriptions created. 
Finally, a concern is how to handle incorrect output, as no user reported that they noticed 
irrelevant comments in their user study. 

Audio augmentation for improving media accessibility was also explored by Pavel et al. [33] 
and Zhang et al. [53], in this case, video and emoji accessibility. Pavel et al. [33] worked on a 
mechanism that allows audio description describers to efficiently produce audio descriptions 
that maintain the length and audio quality of the existing video. This study is strongly based 
on speech segmentation techniques to identify description locations by classifying audio 
regions. Following that, they generate candidate descriptions, based on a parse tree and 
ranking the simplified candidates. Finally, they score audio description compositions so they 
can be optimized and rendered. Their results indicate that their solution allows users to 
automatically retarget extended descriptions to inline audio descriptions improving the ease 
and efficiency of creating such descriptions without overlapping content. However, they 
pointed out that synthesizing speech leads to low-quality results when few training 
examples exist, providing results that are too general or inaccurate to be useful. Authors 
point out that a possible approach to handle this issue is to explore a model fed by 
descriptions previously provided by describers themselves. In addition, they also suggest 
further investigation on audience preferences covering new types of media and content. The 
combination of audio augmentation and new types of media is present in the work of Zhang 
et al. [53] that explores the design of a speech-based emoji entry system. For that, speech-
to-text techniques are used to explicitly search for emojis as well as to allow flexible search 
queries with natural language understanding. This work also comprises searches on different 
languages, English and Chinese. Authors defined further investigation on evaluation network 
latency on real-world settings, integrating this tool into an actual keyboard, and extend 
capabilities to other forms of visual media, such as stickers and memes. 

Although the mentioned works address media accessibility in different contexts, another 
common denominator between them is the constant difficulty in providing machine-
generated descriptions with enough quality to support users in interpreting media content. 
He et al. [23] provides an in-depth look at the current state of AI-based technologies to 
enhance media accessibility. They reiterate the challenge of creating supervised training 
models for image captioning, often resulting in ambiguous descriptions, or lacking fine-
grained details originally present in the image. This leads to a second challenge: validate the 
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accuracy of the results found. Authors state that, in practice, human studies are often 
employed, but this approach is not scalable and effective to a real-life setting. Otherwise, 
automatic metrics are proposed. 

Hessel et al. [24], Duarte et al. [15], and Draffan et al. [14] explore approaches to tackle the 
accuracy of machine-generated descriptions. Hessel et al. [24] investigated the use of a 
cross-modal model pretrained on image/caption pairs corpora consisting of human Likert-
scale judgments from the web to be used as an offline evaluation metric for literal caption 
quality. Duarte et al. [15] addresses the use of semantic analysis tools to enable automatic 
comparison of contents by combining several semantic similarity measures computed from 
the descriptors extracted from the media and the textual description. Although this work 
focus on enhancing web accessibility evaluation, the algorithm developed can be employed 
for other contexts, as its focus is to identify if the description adequately describes the 
content for users that cannot perceive it. Combining the topics of evaluating web media 
content descriptions, Draffan et al. [14] discuss how AI can be helpful to improve the 
reliability of automatic accessibility checks. They propose an AI-based approach that 
supports additional checks when a possible mismatch between the content in the alt text 
and in the image happens. Results obtained by Hessel et al. [24] allowed them to outline one 
remaining challenge concerning the volatile quality obtained through different domains. 
Duarte et al. [15] discuss the further advancements on this area as improving the recall and 
specificity of the algorithm classifications. For that they draw some possible approaches, 
such as exploring the different types of relations between the content and its description, 
improving the semantic services used in the implementation as well as the assessment of 
more domains. Another topic pointed out by the authors is the importance to clearly define 
evaluation procedures and disambiguate all concepts required for evaluation. Concerning 
more comprehensive discussions, Hessel et al. [24] stress out the urge of exploring potential 
social biases of candidate generations. 

Abou-Zahra et al. [1] discuss how digital accessibility can be empowered by AI-based 
systems, such as providing automatic translations or automatic captions for online videos. 
Even though the discussion about the quality is a current and relevant issue, they also 
convey that the growth of pre-indexed data repositories allows rapidly growing also of the 
accuracy of image captioning services. An important aspect that one should consider is that 
many of mainstream AI-based services are not specifically built for accessibility. Authors 
suggest that the accuracy and reliability of these services for accessibility purposes could be 
improved with training data that is specific to people with disabilities, such as content that 
has been evaluated with input from human experts – as partially explored by Hessel et al. 
[24].  

4.3.3 Computer vision for media accessibility 

Papers in this category addressed support for alternative text generation through different 
techniques of image and text recognition. Over the years, research on this area has focused 
on filling the gap of the lack of image descriptions found on the web. While it is possible to 
observe significant advances in this area, media content has been gaining a lot of ground, 
representing a considerable part of the content present on the web nowadays as well as 
gaining different shapes and uses. 
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Bigham et al. [11], Singh et al. [38] and Guinness et al. [21] address the lack of alternative 
text for images found on the web with the support of computer vision techniques. They all 
propose a similar structure that uses a main server to maintain and reuse alternative text, 
embedding it on web pages on-the-fly. One main challenge in this context is the poor quality 
of machine-generated descriptions. In Bigham et al. [11] their approach is complemented by 
a mechanism for users to request that an image be sent to a labelling service for labelling by 
humans. Singh et al. [38] uses a web-site scrapping technique to train a model based on the 
image and associate tags so to improve their quality. Finally, Guinness et al. [21] relies on 
providing, initially, alternative text retrieved from other web pages, not relying solely on 
computer vision. They argue that finding images having alt attributes and propagating this 
alt text to copies of the image that lack the description, produces human-quality captioning.  

Researchers also shared some of the challenges they face as limitations or future work. For 
instance, Bigham et al. [11] and Singh et al. [38] highlighted the need to investigate effective 
ways to handle incorrect or ambiguous descriptions. Guinness et al. [21] identified 
underperformance when finding unique images that are not hosted in many locations, such 
as those in personal photos. For that they suggest using computer vision or other AI 
techniques to identify images that are not an exact match to the target image, but which are 
nonetheless highly similar, to expand the set of images for which captions can be retrieved. 
Another technical challenge identified by Guinness et al. [21] consists in the latency in their 
approach to provide a caption queue. A potential solution suggested by them is to add a 
single caption to each image on the page before fleshing out extra captions for the queues. 
Bigham et al. [11] and Singh et al. [38] opted for providing one alternative text at time, 
recurring to different methods to offer users other captions retrieved. Bigham et al. [11] 
planned to include a tool for web authors that will provide suggestions for alternative text 
and coordinate the labelling of images across an entire site. Finally, Bigham et al. [11] 
identify some non-technical challenges such as legal troubles faced by image search engines, 
copyright issues, and responsibility for the captions produced. 

As highlighted, one of the challenges faced in media accessibility is to handle personal 
photos. This is particularly challenging not only because these images are not likely to be 
found on other web pages, but also because they carry a strong personal meaning. This 
scenario has been further amplified by the increased use of social networks, in which such 
images represent a large part of the content. Wu et al. [46], and Gleason et al. [19] 
investigated image descriptions in the context of social networks, or a particular type of 
media highly used on these types of systems, Memes [20]. Wu et al. [46] built a system that 
uses computer vision technology to identify basic objects and themes in photos on 
Facebook, and constructs alt text using the identified concepts. This research focused on 
improving machine-generated descriptions to better fit users’ desires for more information 
about the images, with a higher-quality and more socially aware computer algorithm. 
Gleason et al. [20] explored image descriptions on Twitter, that, on the other hand, do not 
provide machine-generated descriptions for their content, leaving this task up to its users. 
The researchers created Twitter A11y, a browser extension to add alternative text on Twitter 
using six different methods, such as looking for previous descriptions for the same image on 
the web, OCR, or crowdsourcing. They identify a great trade off present in this context, as 
users tend to prefer the text recognition and automatic captioning methods because they 
were quick and often descriptive, while crowdsourcing produces the highest-quality alt text, 
but asking crowd workers to label images is likely prohibitively expensive at scale and might 
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be perceived as too slow to wait for when browsing social media sites. In a follow-up 
research, Gleason et al. [19] investigated the accessibility of internet memes, exploring 
computer vision techniques, such as OCR, to extract text from these media and provide an 
audio macro meme. To preserve the emotional tone or humour embedded in the meme of 
this content, they also propose a set of structured questions for writing alt text of memes. 
Concerning their conclusion on avenues for this field, Wu et al. [46] highlights the need of 
constructing captions that not only list objects and themes but also reveal the relationship 
among them. In addition, as identity, emotion, and appearance are personal, social, and 
fluid, it is extremely difficult to train computer algorithms to interpret these concepts in 
context. Gleason et al. [19] identified the need to explore multi-modal representations of, 
not only memes, but online content in general, that, especially with the increased use of 
social networks, has become more diverse. Gleason et al. [20] also pointed out the need of 
employing approaches to score the quality of image descriptions from multiple methods to 
ensure the best alt text is always returned. Authors also reported some concerns about 
privacy [46], and inaccuracies - that are not easily noticed by people with vision impairments 
[20]. Finally, both Wu et al. [46] and Gleason et al. [20] discuss about ethical issues, such as 
agency and accommodations. The first one being related to the decision to design an AI 
system that acts on behalf of the photo owner to describe to blind people what the image is 
about. The second one towards distinguishing accessibility and accommodation, and the 
importance to consider additional accessibility features and user education that could 
improve accessibility, not just rely on accommodations such as scene description methods. 

Recent research efforts identified the relevance of the context on media accessibility 
alternative descriptions. On that note, Wang et al. [44] and Sreedhar et al. [42] investigated 
the use of contextual information to improve image descriptions in e-commerce platforms. 
Wang et al. [44] employed a rule-based approach using customer reviews to improve image 
descriptions for online products. Computer vision techniques were used to provide details 
such as colour and shape, however, this information was only used in case there were not 
enough reviews to extract further information. Further work concerning computer vision 
considers including OCR techniques to extract textual information in the images provided by 
sellers. Sreedhar et al. [42] used computer vision techniques to capture the context of the 
scene automatically, including key objects in the scene to feed an image captioning model. 
Sreedhar et al. [42] suggest improving their approach by verifying the usefulness of a 
customization of accessibility features such as the balance between product-specific and 
scene-specific descriptors. 

While the works described focused on employing technical solutions to handle the 
accessibility of media content, Draffan et al. [14] and Abou-Zahra et al. [1] discuss potential 
avenues for this field. Draffan et al. [14] summarizes opportunities to update a web 
accessibility evaluator with current needs that are very well fit to this discussion. For 
instance, the use of AI models to support the evaluation of the accuracy of the alternative 
text for images. This can be of assistance when handling false negatives, such as when the 
alternative text description is considered as accepted by a tool. By adding additional checks, 
it is possible to notify the evaluator to what appears to be a mismatch between the content 
in the alt text and the actual image. Abou-Zahra et al. [1] also pointed out that the accuracy 
of automatic image recognition should not only be measured against which objects are 
depicted in images, but also against how well resulting text alternatives serve the equivalent 
purpose of images. This statement can be applied not only on the evaluation context, but on 
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quality measurements in general. Finally, Abou-Zahra et al. [1] summarizes some limitations 
found by studies analysed through this section stating that a significant drawback of artificial 
intelligence for web accessibility at this time is a lack of accuracy and reliability. 
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5 Discussion 

In what follows, we will discuss how these findings can be used to answer our previously 
established research questions. 

5.1 How current AI research addresses digital accessibility? 

From the analysis conducted it was possible to observe that several studies analyzed 
included users with disabilities, mostly blind and low vision users. Even though in a smaller 
number, it was possible to identify a positive practice of also including users without 
disabilities. These users represent a key role on this context, such as web designers and 
developers, and content authors, as they are the ones in charge of creating (or not) an 
accessible web. 

During this analysis, it was possible to observe that several studies addressed their research 
topic employing different AI techniques. Most efforts were concentrated in machine 
learning, natural language processing, computer vision, and deep learning. Concerning 
digital accessibility, studies were mainly focused on web accessibility evaluation, and media 
accessibility. Other topics worth mentioning were voice browsing, and accessible 
communication. 

AI was used on the studies on web accessibility evaluation to: 

• support web page sampling to enhance the representativeness of the pages to be 
evaluated, 

• predict accessibility results for the whole website based on previous results of 
evaluations conducted by experts, 

• improve web accessibility metrics to better match user experience, and 
• improve web components identification and classification to better improve 

accessibility of dynamic web pages. 

The topic of media accessibility was also highly explored with NLP and computer vision 
techniques. These technologies combined are essential to improve current automated 
approaches to improve media accessibility. Researchers investigated: 

• media alternatives in different contexts, such as social media, e-commerce platforms, 
as well as different types of medias, such as images, videos, and internet memes, 

• speech-based media entry system, supporting searching on different languages, 
• approaches to improve and assess the quality of machine-generated descriptions – as 

transposing image concepts obtained by image recognition to textual descriptions 
serving the equivalent purpose of images is not trivial, 

• using contextual information to augment machine-generated descriptions, and 
• training models with image descriptions generated by humans. 

5.2 How current AI research can leverage digital accessibility? 

Some potential avenues to AI leveraging accessibility were present in studies addressing all 
the domains analyzed. 
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Researchers on different domains identified that current AI and digital accessibility research 
can be further improved by: 

• investigating how results obtained can be refined through exploring different AI 
methods, as results may vary according to it, and better results can be obtained, 

• using real data to automatize and support processes that, currently, rely strictly on 
human judgment, and 

• optimizing and reducing the costs of training machine learning models so to improve 
their performance and scalability. 

It is important to emphasize that neither this analysis nor any of the papers included on this 
study advocate replacing human judgment with computer analysis, but rather using these 
techniques to optimize these processes. 

Improving current models with real data also needs to consider the context of use. That is, 
data used for accessibility purposes must be gathered and trained according to its purpose. 
For instance, as previously mentioned, image description quality is highly influenced by the 
context in which this image is in. For that, the criteria to measure the quality of the alt text 
provided also needs to differ. In addition, one must consider the difference between 
describing the components present on an image and properly providing the equivalent 
purpose of images. Several approaches on this context were mentioned by researchers, such 
as using AI-based systems to: 

• provide multi-modal representations of online content, 
• explore the different types of relations between the content and its description, 
• improve the semantic services used in the implementation as well as the assessment 

of more domains, 
• investigate how user can benefit from customizable preferences for the level of the 

details provided, and 
• support the evaluation of the accuracy of the alternative text for images, considering 

effective ways to handle incorrect or ambiguous descriptions. 

On a different topic, researchers also envision the use of AI-based systems to: 

• improve the identification and categorization of web components, to support 
dynamic content authoring as well as its evaluation. 

Finally, one AI technique employed by one study that deserves more attention is:  

• provide users with content on different languages through machine translation 
techniques. 

5.3 How current AI research can hinder digital accessibility? 

AI is a powerful tool with great potential to empower different stakeholders involved in the 
digital accessibility context: content authors, web designers and developers, accessibility 
practitioners, but, most important, users. While it is possible to perceive technical challenges 
as opportunities, some important aspects must be thoroughly discussed and investigated for 
future efforts to be made in the right direction. 

As observed, one major drawback at this time is the lack of accuracy and reliability. One of 
the possible reasons for that is that AI-based services are not specifically built for 
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accessibility. This can be evidenced by the number of studies reporting the challenge of 
conveying particular details present in an image, such as emotions and personal traits, as it is 
extremely difficult to train computer algorithms to interpret these concepts in context. 
While improving current models is a doable task and it can be perceived as an opportunity 
for the research community, as mentioned, it is important to consider the nuance that 
inaccuracy has for this community. While in other domains this can be easily perceived and 
further reported by users, researchers pointed out that inaccuracies are not well perceived 
by people with vision impairments. This leads us to tackle the urge of discussing the ethical 
issues with AI-based systems. Researchers reported the need of exploring potential social 
biases, privacy, and social and legal responsibility for accessed and generated data. Most of 
machine-generated approaches rely on image datasets and search engines provided by 
private companies. The legal implications concerning copyright issues are still unknown 
when employing this setting outside of a research scope, i.e., in a real-life setting. This could 
be a potential limitation to expand the capabilities of proposed approaches. Another 
challenge that comes along with this is summarized by researchers as identifying the 
boundary of algorithms. As previously mentioned, AI-based systems have the potential to 
support humans by automatizing several processes, and, for that, real data, i.e., provided by 
a human is needed. For instance, for improving the accuracy of machine-generated 
descriptions. However, each step must be carefully thought as several ethics concerns are 
involved. Users report that these descriptions are not currently providing enough details for 
perceiving the content of an image, and more personal details could be useful on that 
matter. However, for that, it is necessary to train algorithms and models with more personal 
data, and privacy issues are not yet widely discussed so that this development can take place 
in an ethical manner. Technologies are already capable of identifying people through face 
recognition approaches, but privacy implications still need to be assessed and furthermore 
accounted for. On that topic, it is first important to better understand the perspectives of 
photo owners and the implication on creative ownership. Secondly, a particularly important 
and sensitive subject is the potential social bias of classification algorithms. Researchers 
pointed out a recent case of a trained model that can make disproportionate incorrect 
classifications of people, e.g., “male images were misclassified into classes related to crime”. 
And for that, it is possible to conclude that we still need to further discuss how to address 
the social and legal responsibility when evolving current approaches. 

Finally, it is essential to bear in mind that that future efforts on AI and digital accessibility 
must be conducted towards empowering users to access and produce accessible content 
rather than replacing human responsibility and agency. 
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6 Conclusions 

Through a systematic literature review, we identified several key areas where AI can both 
enhance and hinder digital accessibility. While AI has the potential to automate processes 
currently reliant on human judgment and improve the performance and scalability of 
machine learning models, addressing challenges such as accuracy, reliability, social biases, 
privacy, and legal responsibility is crucial to ensure ethical and effective use of AI in digital 
accessibility. Our findings underscore the importance of ongoing research and development 
in this area and the need for collaborative efforts to bridge the gap between emerging 
technologies and accessibility solutions. 
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8 Annex 1 

Table 12: Search terms used 

Topic Search terms 

Artificial Intelligence 

Natural language processing (“artificial intelligence”) AND (“natural language 
processing” OR “NLP”) 
 

Knowledge representation and 
reasoning 

(“artificial intelligence”) AND (“knowledge 
representation and reasoning” OR “KRR”) 

Planning and scheduling (“artificial intelligence”) AND (“planning and 
scheduling” OR “AI planning” OR “automated 
planning” OR “APS”) 

Search methodologies (“artificial intelligence”) AND (“search technique*” OR 
“search method*”) 

Control methods (“artificial intelligence”) AND (“control method*”) 

Philosophical/theoretical 
foundations of artificial 
intelligence 

(“artificial intelligence”) AND (“machine learning 
approach*”) 

Distributed artificial intelligence (“artificial intelligence”) AND (“distributed artificial 
intelligence” OR “distributed AI” OR “DAI”) 

Computer vision (“artificial intelligence”) AND (“computer vision” OR 
“machine vision”) 

Learning paradigms (“artificial intelligence”) AND (“learning paradigm*” 
OR “paradigm* of learning”) 

Learning settings (“artificial intelligence”) AND (“learning setting*”) 

Machine learning approaches (“artificial intelligence”) AND (“machine learning 
approach*”) 
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Machine learning algorithms (“artificial intelligence”) AND (“machine learning 
algorithm*”) 

Cross-validation (“artificial intelligence”) AND (“cross validation” OR 
“cross-validation”) 

Machine learning “machine learning” 

Deep learning “deep learning” 

AND 

Digital accessibility “web accessibility” OR “web accessible” OR “accessible 
web” OR “digital accessibility” OR “a11y” OR 
“accessibility on the web” OR “accessibility of 
websites” OR “accessible website” 
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9 Annex 2 

Table 13: Database search information 

Database Search date Filters on 

ACM Digital 
Library 

25 February 2022 Article Type: Research Article 

Publication Date: 01/01/2017 to * 

ACM Content: DL 

IEEE Xplore 25 February 2022 Conferences, Journals, Early Access Articles 

Year: 2017-2022 

Web of Science 25 February 2022 Document Type: Articles or Proceedings Papers or 
Early Access 

Publication Years: 2022 or 2021 or 2020 or 2019 
or 2018 or 2017 

ScienceDirect 25 February 2022 Article Type: Research articles 

Years: 2022, 2021, 2020, 2019, 2018, 2017 

Scopus 25 February 2022 Doctype: Article, Conference Paper 

Year: 2022, 2021, 2020, 2019, 2018, 2017 
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10 Annex 3 

PRISMA diagram 
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12 Annex 5 

Detailed information about the AI subdomains and digital accessibility application domains. 
Table 14: Natural Language Processing and digital accessibility application domains. 

NLP and digital accessibility Total 

media accessibility 11 

voice browsing 7 

accessible communication 6 

web accessibility evaluation 5 

web browsing 3 

AAC 2 

image description quality 2 

web information retrieval 1 

captcha 1 

personalization 1 

accessible presentation 1 

mediated system 1 

easy to read 1 

information retrieval 1 

web accessibility 1 

text simplification 1 

gesture interaction 1 

pictograms 1 

accessible learning 1 

 

Table 15: Computer vision and digital accessibility application domains. 

Computer vision and digital accessibility Total 

media accessibility 10 

web accessibility evaluation 4 
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accessible presentation 2 

voice browsing 1 

blind programming  1 

assistive technologies 1 

information retrieval 1 

gesture interaction 1 

accessible learning 1 

WAI-ARIA 1 

dynamic web content 1 

accessible communication 1 

AAC 1 

 
Table 16: Deep learning and digital accessibility application domains. 

Deep learning and digital accessibility Total 

media accessibility 6 

web accessibility evaluation 3 

WAI-ARIA 3 

voice browsing 2 

accessible communication 1 

web accessibility metrics 1 

web accessibility 1 

AAC 1 

open data 1 

gesture interaction 1 

image description quality 1 

translation 1 

dynamic content 1 
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Table 17: Machine learning and digital accessibility application domains. 

Machine learning and digital accessibility Total 

web accessibility evaluation 15 

WAI-ARIA 7 

media accessibility 7 

accessible communication 5 

sampling 5 

web accessibility 3 

voice browsing 3 

dynamic content 3 

web accessibility metrics 2 

information retrieval 2 

AAC 2 

widgets 2 

interface adaptation 2 

image description quality 2 

text simplification 2 

captcha 1 

mediated system 1 

inclusion 1 

multimodal interaction 1 

blind programming 1 

web browsing 1 

scoring 1 

dynamic web content 1 

data records 1 

translation 1 

accessible learning 1 
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pictograms 1 

open data 1 
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